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Abstract The study explores the current state of test

automation in software testing organizations by focusing

on the views and observations of managers, testers and

developers in each organization. The case study was con-

ducted in selected organizational units that develop and test

technical software for industrial automation or telecom-

munication domains. The data was collected with 41

theme-based interviews in each unit. The interview data

was analyzed qualitatively by using the grounded theory

research method. It was found that although test automa-

tion was viewed as beneficial, it was not utilized widely in

the companies. The main benefits of test automation were

quality improvement, the possibility to execute more tests

in less time and fluent reuse of testware. The major dis-

advantages were the costs associated with developing test

automation especially in dynamic customized environ-

ments. Such issues as properties of tested products, atti-

tudes of employees, resource limitations, and customers

influenced the level of test automation in the case

organizations.

Keywords Software testing � Test automation �
Manual testing � Benefits and drawbacks of test

automation � Qualitative research � Empirical study

1 Introduction

Testing work can be roughly divided into automated and

manual testing. Automated software testing means the

automation of software testing activities (Dustin et al.

1999). These activities include the development and exe-

cution of test scripts, the verification of testing require-

ments, and the use of automated test tools. Testing a

software product forms a considerable expense, but so do

the costs caused by faults in the software product. For

example, in the United States only, the annual costs caused

by erroneous software were 59.5 billion dollars in 2000

(Tassey 2002). Torkar and Mankefors (2003) found that

60% of the developers in their survey claimed that verifi-

cation and validation were the first to be neglected in cases

of resource shortages during a project. It is a common view

that if some of the test process phases could be automated

and the existing processes themselves streamlined, the

available resources could be directed towards additional

testing or gaining savings (Ramler and Wolfmaier 2006).

Berner et al. (2005) estimate that most of the test cases in

one project are run at least five times, and one-fourth over

20 times. Especially smoke tests, component tests, and

integration tests are repeated constantly, so there seems to

be an incentive for automation development.

The establishment of test automation is a risky invest-

ment project, however. Persson and Yilmaztürk (2004)

note that the decision on what to automate and what to test

manually should be defined early in the project to avoid
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problems. To support decision making, Ramler and Wolf-

maier (2006) have developed a model for estimating test

automation costs.

According to Bertolino (2007), test automation is a

significant area of interest in current testing research, with

the aim to improve the degree of automation, either by

developing advanced techniques for generating test inputs,

or by finding support procedures to automate the testing

process. According to Briand (2007), empirical studies are

important for software testing research in order to compare

and improve software testing techniques and practices.

The objective of this study is to analyze the current state

and use of test automation in software testing organiza-

tions. Our research questions are: (1) what facilitates the

use of test automation, i.e. what issues explain why test

automation is extensively utilized in an organization, and

(2) what hinders the use of test automation, i.e. what issues

explain why test automation is not utilized at all or mini-

mally in an organization?

We selected five case organizations for the study from

30 organizations that we surveyed in the research project

(Taipale et al. 2006a). Organizations for the survey were

originally selected from a population of 62 information and

communication technology companies. The organizations

consist of software development and testing companies

belonging to the industrial automation or telecommunica-

tion domain. The data was collected by interviewing peo-

ple from different organizational positions (managers,

testers, and developers) in each of the organizations. The

data collection included four theme-based interview

rounds. We visited the companies and carried out 41 tape-

recorded interviews. The themes of each interview round

are available at http://www.it.lut.fi/project/anti/.

In data analysis, the grounded theory research method

(Glaser and Strauss 1967; Strauss and Corbin 1990) was

applied. We selected grounded theory as the research

method because according to our knowledge, the practice

of software test automation has not been covered widely

enough in previous research, and grounded theory has the

ability to uncover issues from the practice under observa-

tion that may not have been identified in earlier literature.

This study is a continuation of a series of studies with a

similar research design. These studies approach software

testing practice empirically from various viewpoints,

including process improvement (Taipale et al. 2005;

Taipale et al. 2006a), schedules (Taipale et al. 2006b),

knowledge management (Taipale et al. 2007), and out-

sourcing (Karhu et al. 2007). An earlier and shorter version

of the practice of test automation has been published

(Karhu et al. 2009). All of the previous case studies were

conducted in the same five organizational units that rep-

resent polar points of our original population of 62

organizations.

The paper is structured as follows: first, we introduce

related research. The research process is described in

Section 3, the analysis results are presented in Section 4,

and finally, Sections 5 and 6 contain discussion and

conclusions.

2 Related research

The trade-off between automated and manual testing seems

to depend on many things. Results of the related studies

offer factors that either facilitate or hinder the use of test

automation. Usually the first instinct of adopting test

automation is just to apply it to do whatever the testers

were previously doing manually (Berner et al. 2005).

However, automation cannot replace manual testing com-

pletely (Bach 1997) or eliminate personnel costs, as there

has to be someone who oversees and maintains the test

environment and takes care of the test development.

Persson and Yilmaztürk (2004) note that the establishment

of automated testing may fail if the test automation is not

planned thoroughly or if is implemented without an

appropriate implementation strategy. Test automation sets

several requisites on the project, and in some cases,

(Blackburn et al. 2004; Santos-Neto et al. 2007) the out-

come of applying test automation has not been useful for

the project.

Prior studies regarding test automation in practice are

presented, for example, in (Persson and Yilmaztürk 2004;

Hartman et al. 2007). In addition, for example Ng et al.

(2004) have studied the processes in the Australian soft-

ware industry. Ng et al. (2004) applied the survey method

to establish knowledge on such topics as testing method-

ologies, tools, metrics, standards, training, and education.

The study indicated that the most common barriers to

develop testing were the lack of expertise in adopting new

testing methods and the costs associated with the testing

tools.

Both manual and automated testing have individual

advantages and disadvantages. For example, Ramler and

Wolfmaier (2006) summarize the differences between

manual and automated testing by suggesting that automa-

tion should be used to prevent further errors, while manual

testing is better suited for finding new and unexpected

errors. According to Dustin et al. (1999), reasons for using

automated software testing are, for example, that manual

testing is time consuming, and that test automation

increases efficiency, especially in regression testing, where

test cases are executed iteratively after making changes to

the software. Kaner (2000) has observed that the automa-

tion tools in the graphical user interface (GUI) testing

context are mainly used to assist the tester, rather than to

automate GUI testing widely. Overall, there seem to be
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several reported misconceptions about test automation

(Persson and Yilmaztürk 2004; Kaner 2000; Kaner 1997;

Berner et al. 2005), leading to difficulties in implementa-

tion when automation is introduced to ill-suited areas of

application.

The practical applicability of software test automation in

specific domains is studied for example in (Persson and

Yilmaztürk 2004; Hartman et al. 2007), and industry-wide

aspects are covered for example in (Bach 1997; Fewster

2001). In general, the literature seems to agree that test

automation is a plausible tool for enhancing quality, and

consequently, for reducing software development costs in

the long run. Automatic test generation may improve for

example test coverage and it is possible to use different

techniques such as genetic algorithms for the generation

(Mantere 2003). In addition, Ramler and Wolfmayer

(2006) discuss the aspect of error prevention in test auto-

mation. Kaner (1997) suggests that test automation should

be understood more as a quality assurance tool than a

testing application, as most of the errors are found when

creating the automation tools, not by using them. There-

fore, there are several aspects on software test automation

that could still be enhanced and studied further.

3 Research process

To understand the current state and use of software test

automation in different kinds of software testing organi-

zations, and to explain why some organizations utilize test

automation more than others, an exploratory and qualita-

tive strategy following the grounded theory approach

(Glaser and Strauss 1967; Strauss and Corbin 1990) was

selected. According to Seaman (1999), the grounded

approach enables the identification of new theories and

concepts, making it a valid choice for software engi-

neering research. Grounded theory was selected as the

research method because it offers tools to identify real-

world concepts and to build theoretical constructs that can

explain them. In this study, we observe the practice and

identify how and to what extent test automation is cur-

rently in use in the case organizations. We continue this

with theoretical explanations of why the organizations are

currently utilizing (or not utilizing) test automation. These

explanations are based on identified patterns, commonal-

ities, and differences between the organizations. We ana-

lyze the interviewees’ perceptions of the current state of

test automation in their organizations. The choice of

grounded theory as the research method is justified

because the need for qualitative approaches in the areas

related to human behavior is recognized widely also in

software engineering research (Seaman 1999; Shaw 2003;

Sjöberg and Dybå 2007).

We follow the process of building a theory from case

study research described by Eisenhardt (1989) and its

implementation example (Pare and Elam 1997). The prin-

ciples for an interpretive field study have been derived

from (Klein and Myers 1999). Other example studies using

the grounded theory method are (Carter and Dresner 2001;

Smolander et al. 2008).

Our data analysis includes within-case analysis and

cross-case analysis (Eisenhardt 1989). Within-case analysis

involves case study write-ups for each site. Cross-case

analysis includes a search for general patterns. We have

selected categories and dimensions and then looked for

within-group similarities coupled with inter-group differ-

ences (Eisenhardt 1989) in the case organizational units.

For example, if an organization identified reuse as an

affecting facilitator to their testing process, the corre-

sponding organizations were compared for similarities in

this respect to identify a common enabler, while other

companies were analyzed to understand why this phe-

nomenon did not occur in their organizations.

3.1 Selecting case organizational units

The standard ISO/IEC 15504-1 (2002) specifies an orga-

nizational unit (OU) as a part of an organization that is the

subject of an assessment. An OU deploys one or more

processes having a coherent process context, and operates

within a coherent set of business goals. An OU is typically

a part of a larger organization, although in a small orga-

nization, the OU may cover the whole organization. The

OUs and the interviewees of this study are presented in

Table 1. The reason to use an OU as the unit for obser-

vation was that we wanted to normalize the effect of the

company size to get comparable data. The criticality of the

produced or tested software was measured during the first

interview round by asking how severe problems faults in

their products can cause (Taipale et al. 2006a). The OUs

estimated the criticality of the software using a five-point

scale from irritation and dissatisfaction to loss of human

lives. The objective was to select OUs with an above-

average software criticality (Taipale et al. 2006a).

The first interview round was connected with a larger

survey. For the survey and the first interview round, the

selection for the sample from the population of 62 orga-

nizations was based on probability sampling. The original

population of OUs was identified with the help of national

and local authorities. The OUs were in a random order in

our database, and every second OU was selected. The

sample of the survey consisted of 30 OUs. Results of the

survey were used in selection of the case OUs. From this

sample of 30 OUs, 5 OUs were further selected as case

OUs for the second, third and fourth interview rounds. Now

the sampling was theoretical (Pare and Elam 1997), where
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the researchers’ goal was not to collect a representative

sample of all possible variations, but to gain a deeper

understanding of the analyzed cases. In theoretical sam-

pling, we selected polar types (Eisenhardt 1989), which

mean that the cases represented different types of OUs

highlighting diversity, for example a different business

orientation, different size, or domestic versus international

operation.

3.2 Data collection

Our data collection consisted of four interview rounds,

presented in Table 1. The company size classification has

been taken from the classification by the European Union

(2003). During the first interview round, managers

responsible for testing and/or development were inter-

viewed. We selected managers as the first interviewees

because they have a wide experience, and they are able to

give an overview of testing in the OU. The purpose of the

first interview round was to collect survey data and answers

to open questions, as well as give information for the

theoretical sampling, i.e. for the selection of the case OUs.

The interviews were tape-recorded for further qualitative

analysis. The results of the survey conducted during the

first interview round are presented in our previous publi-

cations (Taipale et al. 2006a; Taipale et al. 2006b; Taipale

et al. 2006c).

The second, third, and fourth interview rounds were

conducted in the selected case OUs. The purpose of these

interview rounds was to gain detailed understanding of the

practice of software testing in the OUs.

The interviewees of the second round were managers of

testing, those of the third round were testers, and those of

the fourth round were developers. The new ideas from each

round were reflected in the themes of the following inter-

view rounds. The data collection process of all interviews

generated a transcription of 946 pages.

3.3 Data analysis

The grounded theory method was used in analyzing the

interview data from the case OUs. According to Strauss

and Corbin (1990), grounded theory contains three data

analysis steps: open coding, where categories of the study

are extracted from the data; axial coding, where connec-

tions between the categories are identified; and selective

coding, where the core category is identified and described.

A category combines different variations of the same

phenomenon and it is given a conceptual label. Catego-

rizing is used to reduce the number of units to work with

(Strauss and Corbin 1990).

In practice, the data collection and analysis overlapped

and merged because the process proceeded iteratively.

The interviews were transcribed and analyzed by four

researchers after each interview round to collect new

issues, and to see if it was worthwhile to continue the data

collection procedure. The general rule in grounded theory

is to sample until theoretical saturation is reached, which

means until (1) no new or relevant data seem to emerge

regarding a category; (2) the category development is

dense, insofar as all the paradigm elements are accounted

for, along with variation and process; (3) the relationships

between the categories are well established and validated

(Strauss and Corbin 1990). Theoretical saturation was

reached during the fourth interview round, as new cate-

gories no longer appeared, categories were not merged,

shared, or removed, the attributes or attribute values of the

categories did not change, and the relationships between

Table 1 OUs and interviewees

Interview

round(s)

OU Business Company size Interviewees

1st All 26 OUs

including cases

from A to E

Automation or

telecommunication domain

The OUs were parts of

large companies (53%)

and small

and medium-sized

enterprises (47%)

Managers, 52% of the interviewees were

responsible for both development and

testing, 28% were responsible for testing,

and 20% were responsible for development.

2nd to 4th Case A Manufacturing execution

systems (MES) producer and

integrator

Large/international Testing manager, tester, developer

2nd to 4th Case B Software producer and testing

service provider

Small/national Testing manager, tester, developer

2nd to 4th Case C Process automation and

information management

provider

Large/international Testing manager, tester, developer

2nd to 4th Case D Electronics manufacturer Large/international Testing manager, 2 testers, developer

2nd to 4th Case E Testing service provider Small/national Testing manager, tester, developer
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the categories were considered stable, i.e. already described

phenomena began to be repeated in the data.

The objective of open coding was to classify the data

into categories and identify leads in the data. The open

coding of the interviews was done with ATLAS.ti software

(Atlas 2009). An example of open coding is given in

Table 2. The process started with ‘‘seed categories’’ (Miles

and Huberman 1994) that contained essential stakeholders

(such as organizational units and roles), phenomena (such

as testing knowledge, test automation, and reuse), and

problems. Seaman (1999) notes that the initial set of codes

(seed categories) comes from the goals of the study, the

research questions, and predefined variables of interest. In

our case, the seed categories were deduced by the research

group from the research question, from areas of interest

defined in the earlier phases of the research project (Taipale

et al. 2005), and from phenomena observed when tran-

scribing the interviews in the first round. These identified

seed categories were used as a starting point in the open

coding, where all the interview material was coded. The

phase produced a large set of other codes and categories in

addition to the seeds. Four researchers participated in the

data analysis process.

When the open coding and the data collection were

considered completed, three researchers were each given a

viewpoint (test automation, knowledge management, and

processes) from which they started the axial coding of the

data. The objective of axial coding was to develop cate-

gories, dimensions, and causal conditions or any kinds of

connections between the categories further. However,

during the axial coding, changes were made to the existing

categories so that they would be more descriptive and make

further analysis easier. The categories were developed

further by defining the dimensions. The dimensions rep-

resent the locations of the property or the attribute of a

category along a continuum (Strauss and Corbin 1990).

The objective of selective coding was to identify the

core category (Strauss and Corbin 1990) and to relate it

systematically to the other categories. We found that there

was no single core category among the existing categories.

According to Strauss and Corbin (1990), sometimes the

core category is one of the existing categories, and at other

times no single category is broad enough to cover the

central phenomenon. In that case, the central phenomenon

must be given a name. In this study, the creation of the core

category meant the identification of the affecting factors

(categories) that explain the practice of software test

automation, and finding the relationships between these

categories.

4 Analysis results

As suggested by Eisenhardt (1989), we collected evidence

for each category iteratively, explored the logic across the

case OUs, and searched for evidence from the data for each

identified relationship between the categories. In open

coding we concentrated on categories that were in some

way related to software test automation. The analysis

continued by merging categories that seemed to be closely

connected and by dividing categories that under a close

inspection seemed to contain separate phenomena. In

addition, we defined dimensions for the categories. An

example of merging categories is given in Table 3.

The purpose was to get a comprehensive picture of the

current state of test automation in the case OUs. After that,

we analyzed the data to find categories that influence the

use of test automation. The process was repeated until we

could explain their influence on test automation in the case

OUs. During this phase all the categories from open cod-

ing, including seeds and freshly identified ones, were fur-

ther developed to the final categories described below

(Table 4).

The category Use of Test Automation describes how

widely test automation is utilized in the OU. This is the

core category of our study.

The category Benefits of Test Automation describes the

observed features and characteristics of test automation

that makes it beneficial.

The category Disadvantages of Test Automation

describes the observed negative features and characteristics

of test automation.

The category Development of Test Automation describes

the observations and opinions of how test automation is

being developed or should be developed in the OU.

The category Type of Tested Products describes what

kind of products are developed and tested in the OU.

Sommerville (1995) divides software products into two

Table 2 Example of open coding using ATLAS.ti software

Interview transcript Categories and observations in

open coding. Category: Code

‘‘It is always expensive to set up an automated system. The price may be tenfold compared to

one test.—But later, if there is more repetition, the unit cost per test decreases quite

significantly at some point.’’

Advantages and Disadvantages of test

automation: Price of the system

Reuse: Repetition decreases unit cost
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broad classes, generic products and customized products.

Generic products are produced by a development organi-

zation and sold on an open market to any customer who is

able to buy them. Organizations which develop generic

products for open markets are then called product-oriented

organizations. On the other hand, customized products are

systems commissioned by a particular customer and

developed specially for that customer by some contractor.

These organizations develop their software to a small,

limited number of customers. Complexity increases if the

software product has many interfaces to third party systems.

The category Customer describes the customer base of

the OU. Customers may vary in number and also their

(business) type. Customers can be either internal or external.

The category Testing Knowledge describes the type of

knowledge needed in performing testing tasks, especially

the amount of domain knowledge needed in performing

testing tasks in the OU.

Test Level describes the level on which testing is per-

formed in the OU, such as unit, integration or systems

testing.

4.1 Description of cases

4.1.1 Case A: a MES producer and integrator

Case A develops and tests manufacturing execution sys-

tems (MES). Its services include system integration and

customizing of systems. The testing tasks conducted in

Case A are mostly systems testing and integration testing.

Their customized systems are based on a uniform product

kernel, which is customized according to the needs of the

customers. In managing the product kernel and its varia-

tions, internally developed tools are used.

Because different customers have different technical

infrastructures, managing all the different variations of

technologies is considered challenging. The OU has to take

into account possible version variations of, for example,

operating systems, new interfaces, and other systems that

different customers have. According to the interviewees,

their systems become more and more complex, and inte-

grating systems delivered by multiple parties is sometimes

more challenging than the customer had anticipated.

Test automation is utilized in the development of

product development tools, but not widely in the final

customized system. There are plans to develop test

automation further so that there would be automation in

testing the product kernel. According to the interviewees,

the lack of resources prevents the development of test

automation. It is difficult to get additional funding and

personnel for test automation development. Also the

pressure to stay in the delivery schedule ensures that

there is no time for the existing personnel to develop test

automation.

One of the major problems in systems testing is that the

MES systems can only be fully tested at the external

Table 3 Example of merging categories and observations

Seed category: Observation New merged category: Observation

Testing know-how: Issues of testing know-how including explicit (codified) and tacit

(personalized) know-how

Testing knowledge: Issues of knowledge management

strategy in testing

Communication and interaction: Issues of knowledge transfer in testing

Table 4 Final categories for the case OUs

Category Dimension Description

Use of test automation Low–Wide The current level of test automation utilization in the OU

Benefits of test automation List of benefits The general benefits of test automation according

to the interviewees

Disadvantages of test automation List of disadvantages The general disadvantages of test automation

observed by the interviewees

Development of test automation Development ideas How testing will/should be developed in the OU

according to the interviewees

Type of tested products Generic–customized The type of software tested in the OU

Customer Description and a distinction between

internal versus external customers

Description of the OU’s customers and their

business and systems

Testing knowledge Type of knowledge (e.g. domain knowledge) The type of knowledge needed in performing the testing

tasks in the OU

Test level Unit–System The level of testing performed in the OU
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customer’s site because they have interfaces to customer-

specific systems, which can not be fully simulated in the

development environment. According to the interviewees,

there might be potential for test automation in integration

testing where the test cases are repeatable, but it is not yet

implemented due to lack of time, personnel, and funding.

The system testing of MES systems is mainly manual, and

the testers need wide domain knowledge.

‘‘It (domain knowledge) is essential because the tester

has to be in the end-user’s position.’’ (Case A, testing

manager).

4.1.2 Case B: software producer and testing service

provider

Case B develops and tests its own software products and

offers testing services to external customers. The tested

products are standardized and generic, both in testing ser-

vices and in its own software production. The Case B

organization follows test plans provided by their customer,

and the testing tasks are mainly conducted on the systems

testing level.

Although Case B has not made investments in test

automation regarding their testing services to external

customers, their testing services include working with the

customer’s highly automated testing systems. The testing

services consist of scripting test cases for the customer’s

testing systems, supervising the execution of systems

testing, and reporting the test results.

There is a project under way in the OU to introduce

systematic unit testing to the development of their

own software products. Faster development and testing

is the main motivation for developing unit test automation.

‘‘There is often less time for testing and we should

test more, and by using automation it can be made

possible.’’ (Case B, developer).

The testing manager feels that test automation makes

testing faster, but also notes that there always has to be

some human involvement in testing. For example, they

have problems with a customer’s automated testing sys-

tems that do not work properly. There have been problems

for example in test cases, test scripts, and the testing

environment. Also, according to an interviewed developer,

in automated unit testing there has to be some human

reasoning in the selection of test cases to achieve good test

coverage and to evaluate testing systems. This also changes

how testing resources are used, as illustrated by the fol-

lowing quotation.

‘‘We have to test the testing systems constantly

[because of changes].’’ (Case B, testing manager).

4.1.3 Case C: process automation and information

management provider

Case C tests and develops customized process automation

and information management systems. The testing in Case C

consists mostly of systems testing. The systems are large

and complex, and depend on other suppliers’ systems.

Especially interoperability testing is found difficult, because

it can often be done only at the external customer’s site.

Managing several versions of the product for different

platforms and operating systems is considered challenging.

Interoperability and changes in the technological infra-

structure hinder test automation, because part of the test

environment is dedicated to a certain platform, and changes

in the technological environment may make the part of the

test environment obsolete.

There seems to be limited utilization of test automation,

especially in the systems testing phase. According to the

tester, there have been attempts to develop test automation,

but the results have not been satisfactory. At some point

there has been a student working on his thesis, who wrote

automation scripts that made the testers work easier. The

testers used them for a while, but after the student left the

company, there was nobody to maintain the system.

‘‘We have been trying to include automation in our

operations for years. There have been projects to

automate some testing phases, but they have not been

successful. It’s too difficult. And we have also found

out that it doesn’t suit our type of products.’’ (Case C,

tester)

One issue that may hinder the development of test

automation is that the employees may have a negative

attitude towards it, or they may resist change. For example,

some employees prefer manual testing because they feel

that operating and maintaining the test automation system

takes more work than manual testing. Also learning new

skills while concurrently keeping the project in schedule is

seen as too challenging. Lack of resources is indicated as

one of the reasons for limited application of test automa-

tion. It is seen that developing and maintaining a test

automation system requires a considerable amount of time,

money, and human resources.

The interviewees work mainly in the system testing area

(except for the interviewed developer). It seems that

manual testing is the primary strategy in systems testing

because the testers are required to have a significant

amount of domain knowledge when they put themselves in

the end-user’s position. Especially automating user inter-

face testing is considered difficult, and manual testing is

preferred.

In the testing of customized systems, tacit domain

knowledge is seen essential, because testing is mainly
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systems testing and the testers simulate end-user opera-

tions. This end-user simulation emphasizes the personali-

zation-based knowledge management strategy.

4.1.4 Case D: electronics manufacturer

Case D develops and tests generic, independent, and highly

standardized products. The quality of their end-products is

of high importance because they must protect their brand

name and the costs of recalls in mass production would be

too big. Testing in Case D consists mostly of systems

testing and measurements of the products developed inside

the organization.

In Case D, test automation is widely utilized and con-

stantly developed, and it is seen that it improves the quality

of testing. According to observations, using test automation

does not necessarily shorten the product development

project, but it allows running more tests than doing it

manually. The wider testing improves quality through

better test coverage.

However, Case D has problems in the development of

test automation. One of the problems is that they have few

specifications against which they can test. It is also noted

that test automation requires significant investments. Case

D is the only OU in our study (including the survey) where

the automation costs are higher than the personnel costs.

The greatest problem of Case D in test automation is that

sometimes the test automation systems are faulty them-

selves and need maintenance.

Case D uses a quality system, which is applied

throughout the organization. Reuse is taken into account

in product development and testing infrastructure

development.

Because there is less need for manual testing in Case D,

there is also less need for the testers’ domain knowledge.

Knowledge of testing tools and methods is regarded as

more important than knowledge of the application domain.

4.1.5 Case E: testing service provider

Case E provides testing services to other organizations.

Case E does not utilize test automation because they have

so many different customers operating in different

domains.

‘‘We do not use test automation.’’ (Case E, tester &

developer)

Although the tested products are mainly generic, they

vary so much from customer to customer that it is difficult

to find enough similarities between them to build test

automation systems which could be applied to all the

customers’ systems. In other words, there are little chances

for reuse between the different customer projects. It is seen

that it is not profitable to build test automation systems that

can be used only once, because the costs of setting up a test

automation infrastructure are significant.

‘‘It is always expensive to set up an automated sys-

tem. The price may be tenfold compared to one

test.—But later, if there is more repetition, the unit

cost per test decreases quite significantly at some

point.’’ (Case E, testing manager)

Testing customized systems is not preferred in Case E.

According to the interviewees, testing customized systems

is problematic because of their complexity, which makes

effort estimation difficult.

In addition to test execution, the testing tasks in Case E

consist of planning of testing, documentation, and defining

the testable components and systems. Case E’s customer

base fully consists of external customers. Knowledge of

customers’ software development processes is seen as more

important than domain knowledge.

4.2 Observations

There were both clear differences and similarities between

the cases in their approaches to software testing and test

automation. Case D was the OU where test automation was

widely utilized, developed, and systematically taken into

account throughout the software development process.

Cases A and C were similar in a sense that they had no

systematic approach to systems test automation. Complex

systems and the need for domain knowledge seemed to be

the most decisive factors in hindering test automation

investments, especially on the systems testing level. It was

also observed in Case C that there may have been some

resistance among the testers in accepting test automation.

Case B was ambivalent in terms of test automation.

Although they had not themselves invested in test auto-

mation regarding their testing service business, they

worked with their customers’ automated testing systems.

Automated unit testing had also been introduced to their

own internal product development. With the testing service

provider E, no significant utilization of test automation was

observed. There was no reuse value for software test

automation because the projects were short, and different

customers have very different domains, although the

products were mainly generic. The investment in test

automation infrastructure was seen to be too expensive for

basically one-time use.

In the following, we summarize our findings in the form

of four observations.
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4.2.1 Observation 1: ‘‘Automated software testing makes

testing faster, improves quality and facilitates reuse,

but causes new costs’’

The benefits and disadvantages of test automation observed

by the interviewees are presented in Table 5. The major

benefits of test automation seem to consist of quality

improvement through better test coverage, the fact that

more testing can be done in less time and fluent reuse of

testware.

The major disadvantages are the costs. The cost items

mentioned in the interviews consisted of direct investment

costs, extra implementation time, and the need for extra

human resources. The implementation of the test automa-

tion infrastructure was viewed as costly and time-

consuming. It was also seen that test automation requires

maintenance, which should be taken into account when

evaluating its cost effectiveness. The training of testers and

developers to use the test automation systems should also

be taken into account. Unreliability of test automation

systems was also mentioned as a problem. Automated

testing systems consist of hardware and software and suffer

from the same stability and error issues as any other

systems.

4.2.2 Observation 2: ‘‘The properties of the tested

products affect the applicability of test automation’’

If the tested products are generic and independent of third-

party systems, test cases and therefore test automation

needs are easier to specify. Customized systems have more

variability and interfaces to third-party systems, and

therefore it is more difficult to carry out test specifications

as the system environment and functionalities vary

between customers.

If the testing organization (such as Case E) tests several

different types of products for external customers, there are

few chances for finding similarities between them and

automating testing tasks. On the other hand, products based

on a uniform product kernel or variants of a product family

(software product line architecture) together with internal

customers may enable the use of test automation, as in

Case D.

4.2.3 Observation 3: ‘‘Test automation does not eliminate

personnel costs’’

The need for human involvement in supervising, main-

taining, and developing test automation was often empha-

sized in the data. Test automation seemed to be difficult to

implement if domain knowledge was crucial in the testing

tasks. In addition, automated testing systems have to be

supervised in the case of faults. The need for domain

knowledge was especially observed in the systems testing

phase of customized systems. On the other hand, knowl-

edge of testing tools and methods was emphasized in

connection with generic, independent, and highly stan-

dardized products—and high level testing automation. An

important impact of test automation is that it frees up

resources for manual testing by automating repetitive tasks.

However, it does not replace manual testing, which is

needed for all tasks that cannot be standardized and

repeated.

4.2.4 Observation 4: ‘‘Testers’ attitudes and habits affect

the utilization of test automation’’

Motivating the employees to adopt new testing practices

seems to be an issue, but resistance against changes is also

a universal phenomenon. Adopting test automation means

especially that the testers’ way of working changes and

they would probably need training to use automated testing

systems. The testers’ time and resources to learn new skills

are limited, because their effort is directed to keep the

project in schedule as well as within the budget.

4.3 Towards a better understanding of the practice

of test automation

In grounded theory, the core category gives an inductive

theoretical explanation to the phenomenon under study. In

this study, we iteratively collected evidence for each

identified category, and explored and interpreted the

practices of the case OUs to form theoretical understand-

ing. We chose to explain the core category with two ste-

reotypes highlighting the factors that affect the use of test

automation. With the understanding yielded by the analy-

sis, we described two stereotypes of organizations. We

collected observations about facilitating or hindering the

use of test automation and associated them with the ste-

reotypes, presented in Table 6.

Product-oriented organizations that develop generic and

independent software have better possibilities to utilize test

automation than service-oriented organizations producing

customized software. The need to adapt rapidly to varying

external customers’ needs and technical environments

seems to be common for organizations producing

Table 5 Observed benefits and disadvantages of testing automation

Benefits Disadvantages

Quality improvement Implementation costs

More testing in less time Maintenance costs

Reuse Training costs

Unreliability
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customized software. Service-oriented organizations pro-

ducing customized software need to develop abilities to

adapt to rapid changes in the environment and underlying

technology, and therefore, the costs related to the imple-

mentation of test automation may not always be covered by

the benefits.

5 Discussion

The objective of this case study was to observe and identify

factors that affect the use of test automation in different

types of organizations. Our cases included three different

types of organizations: product-oriented software devel-

opment, customized systems development, and testing

service providers. We interviewed employees in different

organizational positions in each of the cases. The interview

data was analyzed using the grounded theory method.

5.1 Comparison of results to earlier research

The major perceived benefits of test automation include

quality improvement through a better test coverage, the

fact that more testing can be done in less time with fluent

reuse of testware. However, an observation was made that

to achieve a better test coverage, automation alone is not

enough, but human involvement is needed in the selection

of test cases.

We found that the main disadvantages of test automation

are the costs, which include implementation , maintenance

, and training costs. Implementation costs include direct

investment costs, time, and human resources. According to

Fewster (2001), there is a connection between implemen-

tation and maintenance costs. If the test automation system

is designed with the minimization of maintenance costs in

mind, the implementation costs increase, and vice versa.

Fewster (2001) views that if the maintenance of test

automation is ignored, updating an entire automated test

suite can cost as much, or even more than the cost of

performing all the tests manually. Training costs rise

because employees have to change their working practices.

Especially testers’ daily tasks may be transformed from

manual testing to maintaining automated testing systems.

This change requires major retraining of the testing staff.

For example, Bach (1997) has noticed that ‘‘all automated

test suites require human intervention, if only to diagnose

the results and fix broken tests’’, a task that requires the

staff to learn to use and understand the automation system.

According to our observations, the properties of the

tested products influence the use of test automation. If the

tested products are generic and independent, automated

tests are easier to specify. If the tested products are cus-

tomized and complex, specifying automated tests seems to

become more expensive and difficult to implement feasi-

bly. Test automation systems developed for customized

systems may have limitations in reusability, which is

important factor for financially feasible test automation.

However, it is possible for customized systems and their

testing systems as well to have a long life span and a high

degree of reuse, as may be the case with e.g. homegrown

ERP systems.

The reusability of a test automation system is essential

in ensuring profitable investment. Jones (1994) views that

reuse can be successful when the reusable materials are of

a high quality, i.e. ‘‘certified to levels of quality that

approach or achieve zero defects’’ and when artifacts are

constructed so that subsequent reuse is straightforward and

efficient. According to Jones (1994), other barriers to reuse

are finding the time and funds to construct reusable mate-

rials in the schedule and the cost pressure under which

most software projects are. According to our observations,

the testing schedules were tight, and when the customer

defined the schedule and budget, there were no extra

resources left for developing software test automation.

If there is a great need for domain knowledge in testing,

automating testing tasks becomes difficult. Domain

knowledge is often tacit and embedded in employees, and

transferring tacit knowledge is difficult. According to

Bertolino (2007), one of the dreams of software testing is

100% automatic testing. However, according to our, as

well as for example Bach’s (1997) observations, this

objective may be beyond realistic expectations.

5.2 Validity of the study

The purpose of this qualitative study was to understand and

describe the specific phenomena related to test automation

in five case OUs. This kind of an effort requires

Table 6 Stereotypes of organizations in test automation

Features in organizations Features that facilitate test automation Features that hinder test automation

Product type Generic, independent and similar products Customized, complex and dissimilar products

Need for human involvement Low High

Changes in underlying technology Standardized infrastructure Rapid changes

Customer base Internal customers External customers
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interpretation and exploration, and therefore the main

instrument of research is the researcher. Robson (2002)

lists three threats to validity in this kind of research:

reactivity (the interference of the researcher’s presence),

researcher bias, and respondent bias, and strategies that

reduce these threats. We have used these strategies in the

following way: the research involvement was prolonged, as

the research lasted for more than 3 years and consisted of

several phases and data collection rounds. Audit trail was

used: all interviews were recorded and transcribed. The

notes and memos of the study have been preserved, and the

preliminary data coding and analysis results are available

through the analysis tool used, ATLAS.ti. Three types of

triangulation presented by Denzin (1978) were used:

observer, methodological, and theory triangulation.

The strongest method for ensuring the overall validity of

the study was the triangulation. To reduce the bias caused

by researchers, we used observer triangulation. The bias

caused by the method was minimized using methodologi-

cal triangulation. Earlier publications concerning quanti-

tative and qualitative studies (Taipale et al. 2006c; Taipale

et al. 2006a; Taipale et al. 2005; Taipale et al. 2006b;

Taipale et al. 2007; Karhu et al. 2007; Karhu et al. 2009)

have approached software testing from different view-

points, and therefore they enforce theory triangulation.

Methodological triangulation means that multiple research

methods are used and their results are compared to each

other. In this study, methodological triangulation consisted

of comparing the results of this study with the results of

earlier studies.

In observer triangulation, researchers with different

backgrounds and experiences study the same research topic

and participate in the data collection. In this study, the

analysis was carried out by four researchers, whose inter-

pretations completed each other, and therefore made the

study more trustworthy. The obvious limitation of the study

is the number of case OUs. Increasing the number of cases

to cover a wider variety of different types of organizations

could reveal more details, but we believe that this study has

already revealed important empirical observations on

software test automation.

6 Conclusions

Our objective was to examine and analyze test automation

systems in practice, and to discuss the impact that test

automation has in the industry. The rationale for our study

was that the software industry loses vast sums of money

annually due to inadequate testing infrastructures (Tassey

2002). Furthermore, the testing process itself is in many

cases the largest investment in the software project (Kit

1995).

It seems that developing test automation could be a

solution with several positive effects. Automated testing

yields benefits for example in automated test case genera-

tion and execution, leaving more human resources to test

new features or to do explorative testing and decreasing

costs by relieving the manual workload. However, the

application of test automation is not as straightforward as it

seems, as there are several pitfalls that need to be consid-

ered (Persson and Yilmaztürk 2004; Kaner 2000).

Our study focused on five software testing OUs to

analyze the applicability of test automation systems in

different software business domains. Our findings suggest

that the properties of the tested products affect the appli-

cability of test automation, test automation does not elim-

inate personnel costs, and the testers’ attitudes and habits

affect the utilization of test automation. It seems that the

optimal case for automated software testing would be a

standardized product with a stable, consistent platform and

cases that yield unambiguous results which can be verified

with minimal human intervention. In addition, as software

automation requires effort to maintain and develop, the

system should also be easily reusable in different software

projects to have feasible return for the initial investment.

Hardware and software changes are among the greatest

hindrances to a successful implementation of a test auto-

mation infrastructure.

According to our results, it seems that organizations

which are considering test automation should first consider

if their test process has activities which are feasible to

automate, as there are several requirements for successful

test automation. If applicable, test automation can be used

to supplement the test process and offer quality control

tools for testing. However, there are still several practical

issues, such as the application area selection or availability

of suitable tools, which should be taken into account when

implementing test automation. Suitable standards and

practices, application areas, delivery models (such as test-

ing in the cloud), methods, and tools are important future

research topics in the practice of test automation.
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